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Abstract

Our ability to make sense of goal-directed behavior is central
to social reasoning. From infancy, this capacity is structured
around an assumption that agents act efficiently. But agents
are often inefficient and how we move is affected by our emo-
tional states and personal idiosyncrasies. How, then, does an
assumption of efficiency allow us to accurately interpret peo-
ple’s actions? We hypothesized that people expect agents to
move efficiently relative to an agent-specific baseline rather
than to an objective notion of efficiency. Consistent with this,
we found that people can quickly learn and subtract agent-
idiosyncratic movements when interpreting goal-directed ac-
tion (Experiment 1). Moreover, in a free-response task, peo-
ple’s propensity to explain superfluous movement in terms of
goals depended on the agent’s relative efficiency rather than
on the path’s objective efficiency (Experiment 2). Our re-
sults show that people flexibly adjust their expectations of ef-
ficiency by attending to how agents typically move.
Keywords: Movement reasoning; efficiency; action under-
standing; mental states; Theory of Mind

Introduction
One of the greatest complexities of human behavior is our ca-
pacity for movement. We can move in infinite combinations
of facial, arm, and leg movements to pursue a wide range of
physical, epistemic, and communicative goals. But beyond
the complexity and functionality of physical movement, per-
haps even more striking is how such movements can reveal
more intangible states—what people are thinking and feel-
ing. A fast and steady gait reveals confidence while an un-
easy one betrays hesitation; an arm leaping forward suggests
the person will grab an object, while one oscillating side-
ways indicates a greeting; and a person tapping their finger
can reflect a mindless tic, or a song stuck in their head.

The assumption of efficiency
In simple contexts, inferences about other people’s behav-
ior are driven by an expectation that agents move efficiently
in space (Gergely & Csibra, 2003; Jara-Ettinger, Gweon,
Schulz, & Tenenbaum, 2016; Liu & Spelke, 2017; Scott &
Baillargeon, 2013). This notion of efficiency tends to be
agent-invariant—agents will move in the shortest possible
path given environmental constraints. When agents deviate
from the most efficient plan, we try to come up with expla-
nations that justify the apparent inefficiency. If, for instance,
we watch someone extend their hands upwards while in front
of a bookcase, we can infer that their goal is to get a book

from one of the top shelves. And if instead, we watched
someone repeatedly move books around the bookcase until
finally taking one from the top shelf, we can conclude that
they did not know which book they wanted, or they were un-
sure about where to find it. In other words, when watching
seemingly inefficient behavior (such as reshuffling books),
we infer the mental states under which the actions can be
conceived as efficient (e.g. this was an efficient way to search
for the book).

Mental-state inferences from apparent inefficiencies ex-
plain how we infer other people’s goals (Baker, Saxe, &
Tenenbaum, 2009), preferences (Jara-Ettinger, Sun, Schulz,
& Tenenbaum, 2018), beliefs (Baker, Jara-Ettinger, Saxe, &
Tenenbaum, 2017), and even communicative intent (Royka,
Aboody, & Jara-Ettinger, 2018). Moreover, even infants
can perform efficiency-based inferences, suggesting that they
are foundational to human action-understanding (Gergely,
Nádasdy, Csibra, & Bı́ró, 1995; Liu & Spelke, 2017; Liu,
Ullman, Tenenbaum, & Spelke, 2017).

But movements are inefficient

Consider, however, how such inferences would work in a
more realistic situation. Imagine sitting across someone who
is mindlessly bouncing their leg, or fiddling with a pen.
Clearly, their behavior is meaningful, perhaps revealing rest-
lessness or anxiety, but these movements are not directed to-
wards any external goal. If the person suddenly began to
act towards an external goal, such as reaching for an object,
goal-recognition would require us to dismiss the leg move-
ment as irrelevant and focus uniquely on the arms, allowing
us to find a goal that renders the arm movements as efficient,
without having to explain other superfluous movements.

These intuitions suggest that action-understanding in-
volves a signal decomposition problem where we do not ex-
pect all movement to be efficiently directed towards a goal.
Instead, we readily identify which movements reflect ‘undi-
rected’ mental states such as anxiety and agent-specific id-
iosyncratic movements. Having identified these basic move-
ments, we then infer agents’ goals by expecting them to be
efficient relative to their baseline movement, rather than rel-
ative to an objective and agent-independent standard of effi-
cient movement.



The current study
Here we present two experiments that provide initial evi-
dence for our proposal. In the first experiment, we took
one of the most classical demonstrations of this expecta-
tion of efficiency—people tend to infer unobservable goals
or constraints to explain inefficient movement (Baker et al.,
2009; Gergely et al., 1995; Jara-Ettinger, Schulz, & Tenen-
baum, 2019)—but added a critical prior step. Participants
first watched agents of varying baseline efficiency. We var-
ied this by adding more or less noise to their paths (see Fig-
ure 1a). Participants then watched a test action (see Figure
1b), and they were simply asked whether the agent pursued
an unobservable goal (see Figure 1c). If people infer goals
relative to an objective level of efficiency, they should make
identical inferences for identical movements, independent of
the agent’s baseline motion. By contrast, if people infer goals
relative to an agent-specific level of efficiency, then their in-
ferences should depend on the agent’s inefficiency at base-
line, so they should feel less inclined to attribute inefficien-
cies to unobservable constraints or goals.

In a second experiment, instead of asking participants to
infer whether the agent pursued an unobservable goal, we
now asked them to simply explain the agent’s movements in
their own words. This way of probing people’s reasoning can
reveal whether people are indeed less likely to explain away
observed inefficiencies by appealing to unobservable goals
or constraints when they see an inefficient agent at baseline;
but it can also reveal how people do reason about such inef-
ficiencies, if not by defaulting to these goals or constraints
(e.g., explaining the inefficiency by appealing to emotional
or dispositional states).

Experiment 1a
Do we interpret inefficient motion relative to an agent-
specific level of efficiency? Participants were first exposed
to varying agent baseline efficiencies, and were asked to in-
fer whether the agent completed unobservable goals at test.

Method
Data and code for all experiments reported here are available
on https://osf.io/h42kc.

Participants. 120 participants were recruited through
Amazon Mechanical Turk (Crump, McDonnell, & Gureckis,
2013). This sample size was split across four conditions (30
participants per condition), and was chosen before data col-
lection began.

Apparatus. The experiment was conducted using the
Qualtrics online survey platform (http://www.qualtrics
.com), and custom software written using CSS and HTML.
Individuals could not participate more than once or in any
of the experiments reported here. Because our experiment
required the viewing of embedded videos, each participant
also completed a simple browser compatibility check to en-
sure that they could do this (this also served as our attention
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Figure 1: A caricatured depiction of the sample trial in Ex-
periments 1 and 2. The two experiments were identical in the
first two phases and only differed in the test question. In the
first two phases we varied whether the agent was efficient or
inefficient. (a) The agent moves to a goal in an efficient path
(i.e. minimally inefficient). (b) The agent moves towards a
goal in an inefficient path. (c) Experiment 1 task. (d) The
agent moves in an inefficient path. (e) The agent moves in an
efficient path. (f) Experiment 2 task.

check). Only participants who passed this check were al-
lowed to continue.

Stimuli. Animations were created via custom software
written in Python with the PsychoPy libraries (Peirce et al.,
2019) and were presented as embedded videos in .mp4 for-
mat (800 by 600 pixels). Stimuli consisted of simple anima-
tions of an agent (grey disc, 0.7◦ in diameter, with a happy
face) moving in a two-dimensional space (see Fig. 1). In
each animation, the agent navigated towards a goal (a 0.9◦

image of a red jewel) in an efficient or inefficient way. These
paths were generated by sampling two functions from the
range [0,1] from a Gaussian process with a squared expo-
nential kernel (Seeger, 2004) with variance σ2 = 0.1, and
lengthscale `= 0.1 for inefficient paths, and `= 0.3 for effi-
cient paths (n = 4 paths generated for each set). The benefit
of generating paths this way is that we can now test for effi-
ciency beyond the dichotomy of ‘straight’ vs. ‘curved’ paths,
and so none of our ‘efficient’ paths were ever straight.

Design. A participant could be assigned to one of four pos-
sible conditions in a 2x2 design. They could either be ex-
posed to efficient or inefficient agents, and then tested with
either efficient or inefficient paths. Thus, in some conditions,
the efficiency of the agent in the Exposure and Test phases
matched (e.g. Expose Inefficient - Test Inefficient), and in
other conditions, they did not (e.g. Expose Inefficient - Test
Efficient).
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Figure 2: Results from Experiments 1a and 1b. The bars depict mean ratings. Error bars reflect 95% corrected and accelerated
bootstrapped confidence intervals. The dashed line reflects the baseline rating for efficient paths with no exposure phase.

Procedure. In the ‘Exposure’ phase, each participant
watched three animations one at a time (randomly drawn
from either the Inefficient or Efficient set of paths). Partici-
pants were told that they were watching three animations of
the same agent move towards a red jewel. In the ‘Test’ phase,
participants watched one final animation. Participants never
saw the same path twice. When the Exposure and Test phase
matched (e.g., Expose Efficient - Test Efficient) the set of
paths was split into two, where three of the four paths were
used in the Exposure phase and the remaining other path was
then used for the Test phase. When they did not match, paths
for the Exposure phase were drawn from one set, and the
Test path was simply randomly drawn from the other set. In
the Test phase, participants were told that they would watch
the same agent move towards one more jewel, but this time,
there may or may not be other jewels hidden in the display.
Participants were told that, although they could not see the
extra jewels, the agent could always see and collect all jew-
els. Their task was to rate how likely there was to have been
other jewels with the prompt, ’How likely did the agent take
one or more detours?’ (with 1 being Extremely Unlikely, and
7 being Extremely Likely).

To interpret our results, we also obtained a baseline mea-
sure of people’s propensity to infer unobservable goals from
a single efficient path (without an exposure phase). 120
unique participants were recruited were simply asked to rate
how likely an agent might have collected a hidden jewel,
given a path drawn from the Efficient set. Thus, in our main
task, values above this baseline would show that people are

more likely to infer an unobservable goal relative to when
they see a single agent move efficiently in space. Conversely,
values above this baseline would show that people are less
likely to infer an unobservable goal relative to when they see
a single agent move efficiently in space. Finally, values that
are not significantly different from this baseline would sug-
gest that people’s propensity to infer an unobservable goal is
similar to the default expectation that they have when seeing
efficient action.

Results and Discussion

The average baseline rating for generally efficient paths was
4.41 (depicted by the grey line in Figure 2). Average ratings
across the four relevant conditions were compared against
this baseline (see Figure 2a). When participants saw efficient
agents (as revealed in the Exposure phase) and efficient paths
(shown in the Test phase), their ratings were at ‘floor’, and
there was indeed no difference in their ratings from the base-
line (3.93 vs. 4.41, t(29)=1.23, p=.229, d=.22). Conversely,
when participants saw efficient agents take inefficient paths,
they were more likely to explain the inefficiency with the de-
tours the agent might have taken (5.40 vs. 4.41, t(29)=3.37,
p=.002, d=0.62). These results suggest that when partici-
pants expect the agent to be efficient, they reason about the
efficiency of paths the way we might expect from previous
work—deviations from the path towards a goal are costly,
unless we can explain this by the presence of other goals
or constraints (Baker et al., 2009; Jara-Ettinger et al., 2019;
Gergely et al., 1995).



The critical conditions, however, were when we chal-
lenged this rationality assumption, and participants should
have no longer expected agents to be efficient. When partic-
ipants saw inefficient agents take inefficient paths, they were
less likely to attribute this inefficiency to detours, and more
likely to say the paths were generally ‘efficient’—returning
to baseline (4.47 vs. 4.41, t(29)=0.17, p=.861, d=0.03). And
when participants saw inefficient agents take efficient paths,
they were even less likely to attribute inefficiency to detours
(3.40 vs. 4.41, t(29)=2.70, p=.011, d=0.49).

To analyze the data as a whole, but still with a focus on
our primary question, we ran a linear regression predicting
participant judgments as a function of change in efficiency,
coded as three levels: -1 for a decrease in inefficiency (going
from inefficient to efficient), 0 for no change in inefficiency,
and 1 for an increase in inefficiency (going from efficient
to inefficient). Change in efficiency significantly predicted
responses (β = 1.00, p < 0.001).

These results suggest that when reasoning about the effi-
ciency of actions, the mind does not only take into account
agent-independent factors like the cost or degree of deviation
from a straight path towards a goal. Moreover, perhaps most
surprising is that our expectations of an agent’s rationality,
whereas in previous work seen as a ‘default’ assumption,
may actually be more flexible than we think. And our ex-
pectations for the baseline efficiency of an agent influences
how we reason about its goal-directed actions.

Experiment 1b
Method

This experiment was a pre-registered replication of Ex-
periment 1a https://aspredicted.org/blind.php?x=
nh3w3d. We ran a power analysis on the results from Exper-
iment 1a and determined a sample size of 480 participants
(120 participants per condition).

Results

The pattern of results in this replication exactly mirrored that
of Experiment 1a (see Figure 2b). When participants saw
efficient agents (as revealed in the Exposure phase) and ef-
ficient paths (shown in the Test phase), there was indeed no
difference in their ratings from the baseline (4.08 vs. 4.41,
t(119)=1.98, p=.050, d=.18). Conversely, when participants
saw efficient agents take inefficient paths, they were more
likely to explain the inefficiency away with the ‘detours’
the agent might have taken (5.65 vs. 4.41, t(119)=10.75,
p<.001, d=0.98). When participants saw inefficient agents
take inefficient paths, they were again less likely to attribute
this inefficiency to detours, and more likely to say the paths
were generally ‘efficient’—returning to baseline (4.71 vs.
4.41, t(119)=1.73, p=.086, d=0.16). And when participants
saw inefficient agents take efficient paths, they were even
less likely to attribute inefficiency to detours (3.68 vs. 4.41,
t(119)=3.68, p<.001, d=0.34). Change in efficiency again

significantly predicted participant responses in a linear re-
gression (β = 0.99, p < 0.001).

Experiment 2
Results from previous experiments were surprising in that
the movements that people have deemed inefficient across
so much of the work on action reasoning (Baker et al., 2009;
Gergely et al., 1995; Jara-Ettinger et al., 2019; Liu & Spelke,
2017) were significantly less inefficient by mere (and incred-
ibly sparse!) exposure to the statistics of how an agent typ-
ically moves. This is the first demonstration, to our knowl-
edge, of a more sophisticated signal decomposition mecha-
nism that separates what we know about the agent from what
we are watching the agent performing now. If people are less
likely to judge movements as inefficient when the baseline
is inefficient, how are they then explaining such inefficien-
cies at test? In Experiment 2, we asked people to explain an
agent’s movements in a free-response version of the task. We
also included a “violation-of-expectation” prompt, where we
asked people how surprised they were by the movement at
test.

Method
The experiment was identical to Experiments 1a and 1b, ex-
cept where noted. 120 participants were recruited through
Amazon Mechanical Turk. After watching the animations of
the agent’s baseline movements, participants now watched
the test animation, after which they were asked to explain
‘why the agent moved the way it did’ (see Figure 2). Partici-
pants were also asked how surprised they were by the agent’s
movements in a 7-point Likert scale (where 1 was for ‘Not at
all surprised’ and 7 for ‘Extremely surprised’).

Results and Discussion
Two coders blind to the experimental conditions coded all
free responses into three possible categories: (1) responses
where people inferred hidden goals or obstacles; (2) re-
sponses where people did not infer hidden goals or obsta-
cles, and just described the movement; (3) or responses that
could not be categorized in either of the two. A third coder
served as a tie breaker in cases where the two coders dis-
agreed (n=10 trials). Figure 3a shows the proportion of par-
ticipants who spontaneously inferred an unobservable goal
or obstacle, revealing a similar pattern of results with those
of Experiment 1. People were most likely to mention un-
observable goals or constraints when the agent was efficient
at baseline, but inefficient at test (such that the leftmost bar
in the plot was the highest). Conversely, people were least
likely to mention unobservable goals or constraints when the
agent was inefficient at baseline, but efficient at test (such
that the rightmost bar in the plot was the lowest). At the crit-
ical conditions, when the movement of the agent at baseline
matched their movements at test, the likelihoods of mention-
ing unobservable goals were not different (such that the mid-
dle bars in the plot were roughly equal). When they didn’t
infer unobservable goals, participants either simply inferred
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Figure 3: Results from Experiment 2. (a) The bars depict proportion of responses. (b) The bars depict the mean ratings. Error
bars reflect 95% corrected and accelerated bootstrapped confidence intervals.

a single goal, or perhaps most intriguingly, noted instead the
dispositions of the agent, describing the agent’s movement
for its ‘energy’ or speed (see Figure 4). These impressions
were confirmed in a binomial logistic regression, where re-
sponses were coded as either 1 (for mentioning unobservable
goals) or 0 (for not doing so), and predicted against change
in efficiency, coded again as three levels: -1 for a decrease
in inefficiency (going from inefficient to efficient), 0 for no
change in inefficiency, and 1 for an increase in inefficiency
(going from efficient to inefficient). Change in efficiency
again significantly predicted responses (β = 1.02, p = .002).

Responses to the surprise prompt also suggest that partic-
ipants were more surprised when the agent moved in a way
that deviated from their baseline, i.e. more surprised when an
inefficient agent moved in an efficient way, and an efficient
agent moved in an inefficient way (see Figure 3b). Because
we were interested in the interaction, we ran a linear regres-
sion predicting participant ratings as a function of the Expo-
sure condition, Test condition, and the interaction between
the two. The interaction significantly predicted surprise rat-
ings (β = −1.99, p = .003), while beta-values for Exposure
and Test conditions were not significant. This confirms that
people were tracking the agent baseline, and were surprised
when the agent deviated from this.

General Discussion
The work on movement perception and reasoning has so far
been split into two dominant categories. There is the work
on biological motion perception, and how we infer emotions

and intentionality from motion patterns (Atkinson, Tunstall,
& Dittrich, 2007; Dittrich & Lea, 1994; Troje, 2013), and
there is the work on goal-directed action (Gergely & Csi-
bra, 2003; Jara-Ettinger et al., 2016; Liu & Spelke, 2017;
Scott & Baillargeon, 2013). People are certainly sensitive to
how and why agents move in both senses, yet these bodies
of work have mostly been explored independently of each
other. How might they interact? Here we demonstrate that
how any agent moves at baseline matters for how we rea-
son about its goal-directed actions. Across two experiments,
we found that people discounted inefficiencies of previously
inefficient agents, and as a consequence, were less likely to
resort to unobservable goals or constraints to explain away
the inefficiency. (And in future work, we intend to run a
pre-registered replication of the second experiment to further
confirm these results).

Because we used unique stimuli involving unique move-
ment paths and patterns, our results suggest that we track
and pick-up agents’ baseline movements quickly, even those
we had never seen before. The tracking of this baseline effi-
ciency relates to work in vision that explores how we recog-
nize motion patterns despite each motion never being exactly
quite the same, (e.g., a ball never really bounces the same
way twice) (Cavanagh, Labianca, & Thornton, 2001). One
open question is whether the filtering of ‘noisy’ inefficien-
cies (such as minor variability in one’s movement) operates
differently than the filtering of high-level structured ineffi-
ciencies (such as tapping one’s foot).

The current study suggests that we extract and discount



Why did the agent move the way it did?  Representative answers

I think it dipped down to collect an unseen jewel.
Because there were no other jewels in his way I think it was the easiest way for him to catch the jewel.
It was easier and a shorter route. 
Wanted to be slow and correct.
Because the agent was not trying to look suspicious.

It was energetic.
To reach the single jewel.
Maybe it needed to avoid something.
Perhaps they thought it was the quickest way to get it.
To gain momentum going foward.

There were invisible jewels that the agent was collecting.
It wants more points.
There are several hidden jewels in the path.
I think he moved the way he did because he was getting passed the other jewels that were hidden.
I think the agent stopped to pick up two unseen jewels before reaching the red one.

Increased 
Efficiency from 
Baseline

Stable 
Efficiency

Decreased 
Efficiency from 
Baseline

Figure 4: Participants answers to the question, ”Why did the agent move the way it did?” in Experiment 2. Representative
answers are categorized here according to the change in efficiency that resulted from the particular conditions they were
assigned to.

an agent’s baseline movements, allowing us to reason about
the remaining goal-directed action under the assumption of
efficiency. This does not mean, however, that the subtracted
movements are then considered irrelevant or no longer carry
information. This baseline can still reveal an agent’s kine-
matics (e.g. inferring health from an inefficient limp) or their
emotional state (e.g. inferring energy from excited ballistic
movements). Previous work has found that even in the ab-
sence of a goal, people continue to reason about the inten-
tions of the agent by resorting to ‘movement-based goals’,
such that the agent may have intended to perform or carry
out a sequence of actions (Schachner & Carey, 2013). If
anything, our results similarly suggest that people reason in
terms of these movement-based goals, but that they also go
beyond this, referring in their responses to the properties of
the movement, such as speed or energy, or even more subtle
intentions (as in Figure 4, where one of our participants even
answered that the agent was ‘not trying to look suspicious’).
Future work can explore the nature of these different kinds
of inferences—of ‘undirected’ and goal-directed features of
movements alike—and how they might relate to each other,
or even be interpreted from within the same framework.

Perhaps the most significant contribution of this work
though is its implications for our theory of ‘rational action’.
We note that the logic in our experiments has been shared in
various versions of control experiments in past studies. At
first pass, our results may seem intuitive—of course, people
must constantly be tracking the statistics of another agent’s
movements. It was never clear, however, how prior patterns

of movement would interact with people’s reasoning, such
that these would even change how people reason about effi-
ciency. In fact, one particularly relevant finding from recent
work is that prior movement patterns do not affect expecta-
tions of efficiency—infants continue to expect agents to be
objectively efficient even when the agent is seen pursuing
goals in an inefficient way (Liu & Spelke, 2017). While
more research is needed, these results combined with our
own, suggest that learning to adjust our inferences based on
agent-specific inefficiencies may require experience watch-
ing how agents generally behave.

Our results ultimately demonstrate with adults that the
prior efficiency of an agent matters. Previous work has sug-
gested that exposure to ‘non-rational’ agents may lead us
to abandon our ‘intentional’ stance, and thus not interpret
the actions from an expectation of efficiency (Gergely et al.,
1995). We suggest here that the mechanism may be more so-
phisticated than this, such that we don’t just entirely abandon
rationality when we don’t find it. Rather, we simply estimate
and use a different baseline level of efficiency, one that takes
into account how people more naturally move, that is, in in-
credibly complex, meaningful, expressive, and crucially, not
always goal-directed ways.

References
Atkinson, A. P., Tunstall, M. L., & Dittrich, W. H. (2007).

Evidence for distinct contributions of form and motion
information to the recognition of emotions from body
gestures. Cognition, 104, 59–72.



Baker, C. L., Jara-Ettinger, J., Saxe, R., & Tenenbaum, J. B.
(2017). Rational quantitative attribution of beliefs, de-
sires and percepts in human mentalizing. Nature Hu-
man Behaviour, 1, 0064.

Baker, C. L., Saxe, R., & Tenenbaum, J. B. (2009). Action
understanding as inverse planning. Cognition, 113,
329–349.

Cavanagh, P., Labianca, A. T., & Thornton, I. M. (2001).
Attention-based visual routines: Sprites. Cognition,
80, 47–60.

Crump, M. J., McDonnell, J. V., & Gureckis, T. M. (2013).
Evaluating amazon’s mechanical turk as a tool for ex-
perimental behavioral research. PloS one, 8, e57410.

Dittrich, W. H., & Lea, S. E. (1994). Visual perception of
intentional motion. Perception, 23, 253–268.

Gergely, G., & Csibra, G. (2003). Teleological reasoning in
infancy: The naıve theory of rational action. Trends in
Cognitive Sciences, 7, 287–292.
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